The North American Carbon Program (NACP) Multi-Scale Synthesis and Terrestrial Model Intercomparison (MsTMIP) Project 

Protocol, DRAFT Version 1.0

1 Introduction

The goal of the Multi-Scale Synthesis and Terrestrial Model Intercomparison Project (MsTMIP) is to provide feedback to the terrestrial biospheric modeling (TBM) community in order to improve the diagnosis and attribution of carbon fluxes at regional and global scales. This project builds upon current and past synthesis activities by developing an integrative framework to isolate, interpret, and evaluate differences in how TBMs parameterize key physical and biological processes. As part of the MsTMIP activity, we have outlined a set of formal model simulations at the regional and global scale. This document provides the protocol for these simulations, including spin-up procedures, input data sets, and output parameter formats.  Global simulations are needed for comparison with important atmospheric CO2 constraints, as well as estimates from atmospheric inversion; while regional simulations provide the necessary linkage with more well–characterized observational datasets. Any team developing a TBM is encouraged to participate in the simulations and make use of the analysis tools generated as part of this project. Further documentation can be found on the MsTMIP project website: (http://nacp.ornl.gov/MsTMIP.shtml)
2 Model Simulations

Modeling teams will be asked to run simulations: 1) globally at a  0.5°×0.5° spatial resolution; and 2) regionally over North America at 0.25°×0.25° resolution. The simulations are broken down into reference simulations (RG1 and RG2) to track model drift, baseline simulations (BG1 and BG2) to obtain a model’s best estimate of land-atmosphere carbon exchange, and sensitivity simulations (SG1 through SG3, and SR1 through SR3) to systematically test the impact of climate variability, CO2 fertilization, nitrogen limitation, and land cover / land-use change on carbon exchange (Table 1). 
Model teams should submit a set of reference simulations that start from the spun-up model state and continue for the ~200-year span of the other simulations, using the same conditions used for spin up.  We will use these runs to verify that the model has met the steady-state criteria at the end of spin up.

The ability to partition observed net ecosystem exchange (NEE) among processes such as climate variability, CO2 fertilization, nitrogen limitation, current land management, and the recovery from historical land use and disturbance is fundamental to understanding the terrestrial carbon cycle. Therefore, in combination with the baseline simulations, participating modeling teams are asked to run simulations with (1) only climate forcing; (2) land-use and disturbance history; and (2) time-varying atmospheric CO2 concentrations.  The baseline simulations evaluate the impact of time-varying nitrogen deposition rates. These sensitivity simulations will help the modeling community to quantify uncertainty associated with reproducing the current state of the terrestrial carbon cycle. All simulations (baseline and sensitivity) should follow the same spin-up procedure.  
The Hurtt el al. (2006) land-use / land-cover change data does not include the impact of disturbances. Some models include disturbances, such as fire, prognostically, while others require a forcing dataset (e.g., GFED) or do not include disturbances at all. Because of the large degree of variability in model’s deal with disturbance, modeling teams should deal with disturbances in their runs as they normally would and then report the direct fluxes that result from these disturbances separately. We also ask that if your model explicitly accounts for disturbances due to fire, insects, wind, or other factors, that you submit an additional set of baseline simulations, with these factors turned off.
Table 1: Steady-state simulations required for MsTMIP participation
	Domain
	Simulation Name 
	Climate Forcing
	Land-Use History
	Atmospheric CO2
	Nitrogen Deposition

	Global (0.5( x 0.5()
	RG1
	Constant 
	Constant
	Constant
	Constant

	North America (0.25( x 0.25()
	RR1
	Constant
	Constant
	Constant
	Constant

	Global (0.5( x 0.5()
	BG1
	CRU+NCEP 
	Time-varying
	Time-varying
	Time-varying

	North America (0.25( x 0.25()
	BR1
	NARR1 
	Time-varying
	Time-varying
	Time-varying

	Global (0.5( by 0.5()
	SG1
	CRU+NCEP
	Constant
	Constant
	Constant

	
	SG2
	
	Time-Varying
	Constant
	Constant

	
	SG3
	
	Time-Varying
	Time-varying
	Constant

	North America (0.25( by 0.25()
	SR1
	NARR1
	Constant
	Constant
	Constant

	
	SR2
	
	Time-Varying
	Constant
	Constant

	
	SR3
	
	Time-Varying
	Time-varying
	Constant


1NARR radiation will be replaced with the Daymet method of estimating radiation using other NARR variables.

3 Model Spin-up and Initial Conditions

All simulations will assume steady-state initial conditions in 1840; and the global and regional simulations will start in 1840. For spin-up, each modeling team should repeat the first 20 years of weather data (1840-1860), until the model reaches steady state.  At the start of spin-up, all prognostic soil, canopy, and canopy air space temperatures should be initialized to the average air temperature for the first 20 years of input weather data.  Soil moisture at all soil levels should be initialized to 95% of saturation.  Biogeochemical pools and all other prognostic variables can be initialized as best suited for your model.  After reaching steady-state, those models accounting for disturbance and land-use change should repeat the same 20-year block of input weather and apply disturbances at appropriate times to reach observed stand age at the start of each simulation [Hurtt et al., 2006]. For models that do not account for land-use change and disturbance, MsTMIP requires steady-state conditions at the start of each simulation.  

Below, we define steady-state criteria for the last 20 years of spin-up for prognostic soil temperature, soil moisture, and carbon flux.  The spin-up repeats the same 20-year block of weather, so applying the criteria to the last 20 years of spin-up effectively ensures steady state relative to the first 20 years of climate.  Spin-up to steady state could take anywhere between 1000 and 4000 years, depending on the model.  Carbon flux depends on biomass, so the steady state criteria for carbon flux implicitly requires that simulated carbon pools are also in steady state.  We do not place steady state criteria on other prognostic variables.  Steady-state criteria for each model are defined as follows:

· For each land pixel, the annual net ecosystem exchange (NEE) should be less than or equal to 1 gC m-2 yr-1 when averaged over a 20 year period.
· For each land pixel, at the end of a consecutive 20 year block of repeating weather data, soil temperature in each soil layer should have the same repeating pattern as for the previous 20 year period, within 0.5 °C.  

· For each land pixel, at the end of a consecutive 20 year block of repeating weather data, soil moisture, as measured by percent of saturation, should have the same repeating pattern as for the previous 20 year period within 1% for each soil layer.
4 Prescribed Datasets

Standardized model input data is provided for all simulations specified in this protocol, on the same grid as the model simulations. All modeling teams should use the environmental drivers and inputs provided.  

Gap-filled, input weather data for both the global and regional simulations is provided for all simulations, and based on CRU+NCEP (global simulations) and NARR (regional simulations) reanalysis products.  In order to provide more reasonable radiation values, we have replaced the NARR-based radiation with radiation produced using the DayMET algorithm (but driven by NARR). NARR-based precipitation estimates have also been scaled to the Global Precipitation Climatology Project (GPCP) monthly values. We preserve the fine-scale temporal variability of the NARR precipitation estimates, but force the net monthly totals to match those from a more observation-based dataset.  
We randomly selected years from CRU-NCEP and NARR to provide input weather data for years not covered these datasets.  The Cru-NCEP dataset covers 1901-2009 and the NARR from 1980-2009.
The weather data includes leap year.  If a model does not account for leap year (and many do not), the modeling team must remove February 29 from the driver data in leap years.  Do not delete December 31, January 1, or any other day because this will create a time lag between model output and the observations.
All standard driver files are in Greenwich Mean Time (GMT).  The temporal resolution of the CRU+NCEP and NARR data is every 6 and 3 hours, respectively.  For models using an internal time step less than the driver data time step, the model should linearly interpolate between weather data points, except for the down-welling shortwave radiation, where scaling using the cosine of the zenith angle is appropriate.  If a model uses a time step larger than the drivers, use appropriate time averages or totals of the weather data.  For example, a model with a 1-day time step should use 24 hour averages or totals.
Modeling teams that participated in the NACP Interim Site Synthesis Activities may prefer to run point simulations separately (following the site synthesis protocol).  Therefore, we have also provided single point driver data in standard format (as defined by the Site Synthesis) extracted from NARR for separate simulations at each tower. 
Table 3 summarizes the other input driver datasets provided for the model simulations. More detailed information on how these environmental variables were created or processed can be found at the project website (http://nacp.ornl.gov/MsTMIP.shtml).
Table 3. Environmental driver datasets to be used in the prescribed simulations  

	Data Type
	 Source
	Details

	CO2 concentration (1840-2009)
	Taylor Dome / GlobalView
	Time and latitudinal varying CO2 concentration representing boundary layer

	Nitrogen Deposition (1840-2009)
	Dentener
	Time and spatially varying NHx and NOx

	Phenology (1840-2009)
	GIMMSg
	Average seasonal cycle of NDVI, LAI, and fPAR (15 day composites)

	Land-Use History (1840-2009)
	Hurtt
	Land-use history and transition

	Soil 
	NOAM-SOIL
	Dominant soil type and properties grid cell and layer, North America

	
	Global
	Dominant soil type and properties grid cell and layer, Global

	Biome classification
	SYNMAP
	MODIS IGBP-based nomenclature for land-cover based on the work by Jung et al. 2006


The input files for the regional and global simulations are provided in identical CF-1.x compliant netCDF (version 3) format.  Climate variables, along with CO2 concentration and phenology are supplied together in a yearly netCDF files. The land-use history and disturbance, biome classification, and soil maps are provided separately, also in CF-1.x compliant netCDF (version 3) format.
5 Outputs from Models 

5.1 Model Output Variables

The required variables for each simulation are listed in Table 4. The variables are grouped into general categories such as biomass and carbon flux.  And, when applicable, variable names and units adhere to the ALMA standard. For the global simulations, model output should be provided for the period 1840 to 2009
. For the regional simulations, model output should be provided for the period 1980 to 20091.
In addition to the global and regional simulations, we will extract 30-minute time average output from each regional model run for pixels corresponding to the 31 eddy covariance flux tower sites in North America used as part of the NACP Site Synthesis (http://nacp.ornl.gov/mast-dc/int_synth_site.shtml).  
Table 4. List of required output variables.
[image: image1.emf]Category

Long name Variable Name

Units 3-hourlyMonthlyDescription

Autotrophic Respiration AutoResp Autotrophic respiration rate

Fire emissions Fire_flux Flux of carbon due to fires

Gross Primary Productivity GPP Rate of photosynthesis

Heterotrophic Respiration HeteroResp Heterotrophic respiration rate

Net Ecosystem Exchange NEE Net Ecosystem Exchange (NEE=HeteroResp+AutoResp-GPP)

Net Primary Productivity NPP Net Primary Productivity (NPP=GPP-AutoResp)

Total Respiration TotalResp

Total respiration (TotalResp=AutoResp+heteroResp)

Above ground woody biomass AbvGrndWood Total above ground wood biomass

Size of each carbon pool CarbPools Size of each carbon pool

Number Carbon Pools npool Total number of carbon pools

Name of each Carbon Pool poolname

Name of each carbon pool (i.e., "wood," or Coarse Woody 

Debris")

Total living biomass TotLivBiom

Total carbon content of the living biomass 

(leaves+roots+wood)

Total Soil Carbon TotSoilCarb

Total soil and litter carbon content integrated over the enire 

soil profile 

Longwave Albedo LW_albedo (-) Longwave Albedo

Net Longwave Radiation Lwnet

Incident longwave radiation minus the simulated outgoing 

longwave radiation, averaged over a grid cell 

Sensible heat Qh Sensible heat flux averaged over a grid cell 

Latent heat Qle Latent heat flux, averaged over a grid cell 

Shortwave Albedo SW_albedo (-) Shortwave albedo

Net shortwave radiation SWnet W m

-2

Incoming solar radiation less the simulated outgoing 

shortwave radiation, averaged over a grid cell 

Frozen Layer Thickness Fdepth m

Total freeze depth; depth to zero centigrade isotherm in non-

permafrost

Absorbed fraction incoming PARfPAR (-)

Absorbed fraction incoming photosyntetically active 

radiation

Leaf Area Index LAI

m

2 

m

-2

Area of leaves per area ground

Total Evapotranspiration Evap kg m

-2 

s

-1

Sum of all evaporation sources, averaged over a grid cell 

Number Soil Layers nsoil na Total number of soil layers

Surface runoff Qs Runoff from the landsurface and/or subsurface stormflow 

Subsurface runoff Qsb

Gravity drainage and/or slow response lateral flow. Ground 

water recharge will have the opposite sign. 

Total snow depth SnowDepth m  Total snow depth

Average Layer Soil Moisture SoilMoist kg m

-2

Soil water content in each user-defined soil layer (3D 

variable). 

Average Layer Soil TemperatureSoilTemp K

Average soil temperature in each user-defined soil layer (3D 

variable) 

Total Soil Wetness SoilWet (-)

Vertically integrated soil moisture divided by maximum 

allowable soil moisture above wilting point. 

Snow Water Equivalent SWE kg m

-2

Total water mass of snow pack (ice plus liquid water)

Active Layer Thickness Tdepth m

Total thaw depth; depth to zero centigrade isotherm in 

permafrost

Transpiration Veg kg m

-2 

s

-1

Total Plant transpiration

kg C m

-2 

s

-1

kg m

-2 

s

-1

Carbon 

Fluxes

Carbon 

Pools

Energy 

Fluxes

Other

Physical 

Variables

No Yes

No Yes

No

Yes* Yes

No Yes

Yes

Yes*

No

kg C m

-2

kg C m

-2

na

W m

-2


* 3-hourly output only required for the period 1980-2009.
5.2 Global and Regional Submission File Format

All model participants should provide submission files in CF-1.x compliant netCDF (version 3) format using the standard variable names and units as listed in Table 4.  The CF (Climate and Forecast) standards for writing netCDF files are described in extensive online documentation at http://cf-pcmdi.llnl.gov/.  
MsTMIP will provide a library of output subroutines in Fortran90 and C++ that will write model output into the required submission file format.  The submission file subroutines with complete user’s guide and documentation are available from our SVN server (list address).  The modeling teams can incorporate these subroutines directly into their model or into a post-processing program to produce standard format submission files for MsTMIP.  Submitted files will be passed through a CF-compliance checker to verify file format before being accepted.  Due to manpower and time constraints, the MsTMIP team cannot reformat model submission files.
Please do not use of the newer netCDF-4 libraries.  While it is in principle possible to translate netCDF-4 files to netCDF-3 versions, we cannot guarantee that we will be able to do this for submissions in netCDF-4 format.  Our analysis software will only accept netCDF-3 files. 

In some cases, variables will have a “time” dimension.  For instance, surface fluxes may be reported as three-dimensional variables of lon, lat, and time.   This protocol requires that model output netCDF files use a “proleptic Gregorian” calendar following the 4/100/400-year rule for leap days, with times encoded as the fractional number of days (in double precision floating-point format) since  1700-01-01T00:00:00Z (Jan-01-1700 AD at 00:00:00 UTC), consistent with the provided input meteorological data.  See http://cf-pcmdi.llnl.gov/documents/cf-conventions/1.4/cf-conventions.html#time-coordinate for more information about time specifications in netCDF and this choice of calendar.  

Quantities should be averaged over the time intervals/resolution specified for each variable, and not provided as an instantaneous sample from the simulation during a given time period.  For instance, a monthly GPP flux time series expressed in units of mol C m-2 s-1 should contain the monthly mean computed by averaging over all the model time steps in that month, not the modeled flux for a representative single time step in the model.  
Each model team must fill out the Model Survey form (currently under construction), which uses standard nomenclature to summarize basic model structure, parameterization, and assumptions.  This information will help in the interpretation of differences among models, as well as in the evaluation of modeled fluxes against observations.  The survey also asks for manuscript references, supporting documentation, and URLs that provide supplementary information about each of the models. The analysis teams will use this information in the analysis and comparison of model output with observations. Detail information about the models is required to ensure proper matching of model output to observations (e.g., matching the correct soil layer to compare with observed soil temperature).  The MsTMIP Model Survey form will be similar to that used in the NACP Regional Interim Synthesis. 

6 Data Management and Support

6.1 Data and Model Output Fair Use Policy
MsTMIP will involve scientists from a large number of independently funded research projects.  To ensure the individuals and teams that provide model output and data receive proper credit for their work, we have instituted a Fair Use Policy.  The policy applies to all data and model output stored on the FTP server and, by extension, all servers containing any model inputs and data used for model evaluation.  The Fair Use Policy is based on the NACP Site Synthesis Policy and includes all MsTMIP participants.
“The data and model output provided on this site are freely available and were furnished by individual scientists who encourage their use. Please kindly inform in writing (or e-mail) the appropriate participating scientist(s) of how you are using the data and of any publication plans. If not yet published, please reference the source of the data or model output as a citation or in the acknowledgments.  The scientists who provided the data or model output will tell you if they feel they should be acknowledged or offered participation as authors.  We assume that an agreement on such matters will be reached before publishing and/or use of the data for publication.  If your work directly competes with an ongoing investigation, the scientists who provided the data or model output may ask that they have the opportunity to submit a manuscript before you submit one that uses their data or model output. When publishing, please acknowledge the agency that supported the research.  We kindly request that those publishing papers using any data or model output from MsTMIP supply reprints to the appropriate scientist providing the data or model output, and to the data archive at the Carbon Dioxide Information Analysis Center (CDIAC). “ 
7 Management Team
Table 5 provides contact information for the core team of individuals coordinating MsTMIP activities. The project leads are Deborah Huntzinger and Anna Michalak, both at the University of Michigan.  Please direct questions to the appropriate individual(s) indicated in Table 1.

Table 5. MsTMIP Core Team

[image: image2.jpg]MsTMIP Management
Team

Project Role

Affiliation

Contact Information

Deborah Huntzinger
(Science PI)

Overall Project Manager

Anna Michalak (PI)

Project oversight

University of Michigan

dnhuntzi@umich.edu

amichala@umich.edu

Kevin Schaefer

Co-lead (with Post)
environmental driver selection

Co-lead (with Huntzinger)
simulation protocol development

National Snow and Ice Data
Center, University of
Colorado

kevin.schaefer@nsidc.org

Andrew Jacobson

Lead collection of inversion
results

Co-lead (with Huntzinger)
development of evaluation
metrics

National Oceanic and
Atmospheric Administration,
University of Colorado

andy.jacobson@noaa.gov

Wilfred M. Post

Co-lead (with Schaefer)
environmental driver selection

Co-lead (with Cook)
development of web-based tools

Lead data management and
support

Robert Cook
Co-lead (with Post development
of web-based tools

Yaxing Wei Data processing, web-tool

development

Environmental Science
Division, Oak Ridge National
Laboratory

postwmiii@ornl.gov

cookrb@ornl.gov

weiy@ornl.gov

Peter Thornton

Collaborator (TBM simulations)

Environmental Science
Division, Oak Ridge National
Laboratory

thorntonpe @ornl.gov

Forrest Hoffman

Collaborator (Model Evaluation)

Computer Science &
Mathematics Division, Oak
Ridge National Laboratory

forrest@climatemodeling.or

Rama Nemani

Collaborator (Environmental
Drivers)

NASA Ames Research
Center

rama.nemani@nasa.gov





� We will provide input driver data as close to present day as possible.  
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